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Abstract

Microarchitectural side-channel attacks exploit shared hard-

ware resources, posing significant threats to modern systems.

A pivotal step in these attacks is achieving physical host co-

location between attacker and victim. This step is especially

challenging in public cloud environments due to the wide-

spread adoption of the virtual private cloud (VPC) and the

ever-growing size of the data centers. Furthermore, the shift

towards Function-as-a-Service (FaaS) environments, charac-

terized by dynamic function instance placements and limited

control for attackers, compounds this challenge.

In this paper, we present the first comprehensive study

on risks of and techniques for co-location attacks in pub-

lic cloud FaaS environments. We develop two physical host

fingerprinting techniques and propose a new, inexpensive

methodology for large-scale instance co-location verifica-

tion. Using these techniques, we analyze how Google Cloud

Run places function instances on physical hosts and identify

exploitable placement behaviors. Leveraging our findings,

we devise an effective strategy for instance launching that

achieves 100% probability of co-locating the attacker with at

least one victim instance. Moreover, the attacker co-locates

with 61%–100% of victim instances in three major Cloud Run

data centers.

CCS Concepts: • Computer systems organization →
Cloud computing; • Security and privacy→ Side-channel
analysis and countermeasures.

Keywords: Cloud computing, Function-as-a-service (FaaS),

Co-location vulnerability, Timestamp counter
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1 Introduction

Microarchitectural side-channel attacks [2, 8, 26, 33, 35, 49–

51, 64, 65] pose serious threats to modern computer systems,

where hardware resources are often shared among mutu-

ally distrusting users. In these attacks, an attacker monitors

a victim’s secret-dependent usage of the shared hardware

resources to exfiltrate sensitive victim information, such as

cryptographic keys [33, 50, 65]. The first step of these attacks

is to ensure that the attacker’s processes are co-located with

the target victim’s process on the same physical host [54].

Inmodern public cloud environments, attaining co-location

is challenging for several reasons. First, due to the wide-

spread adoption of the virtual private cloud (VPC) [18], mod-

ern cloud infrastructures have become resistant to prior

network-based co-location attack techniques [54, 59, 63]. Sec-

ond, with the rapid expansion of cloud computing and the

ever-growing sizes of data centers, the likelihood of attacker-

victim co-location has been reduced.

Adding to these challenges, cloud computing is gradually

shifting towards the emerging paradigm of Function-as-a-
Service (FaaS), exemplified by platforms like AWS Lambda [5],

Google Cloud Run [13], and Azure Functions [7]. Co-location

attack techniques in these FaaS environments are relatively

unexplored and present new challenges for attackers.

In the FaaS paradigm, an application is disaggregated into

multiple small standalone components called functions. Each
function is packed with its dependencies into a lightweight

FaaS container [1, 36, 40, 53]. Unlike in conventional vir-

tual machine (VM) environments, where users can spec-

ify the placement of VMs in availability zones and choose

hosts with certain CPUmodels, FaaS platforms abstract away

these operational details and fully manage the FaaS container

placement. Furthermore, due to the dynamic nature of FaaS

https://doi.org/10.1145/3617232.3624867
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environments, container instances are frequently launched

and terminated to accommodate the dynamic workload de-

mands. Such characteristics make achieving co-location in

FaaS settings particularly difficult.

In this paper, we present the first comprehensive study

on risks of and techniques for co-location attacks in modern

public FaaS environments. Since public FaaS platforms do

not disclose their instance placement policies, reverse engi-

neering these policies is crucial to understand the co-location

risk and develop efficient co-location attacks.

To study how container instances are scheduled to phys-

ical hosts, we first develop two novel host fingerprinting
techniques. We show that, despite the use of sandboxing

and virtualization technologies [1, 36, 40, 53] in the cloud,

the attacker can still learn sensitive host information by di-

rectly interacting with the host hardware—specifically, the

timestamp counter. Our techniques are applicable to both

non-virtualized Linux containers (e.g., Docker [40]) and light-

weight VMs (e.g., Firecracker [1]), which are the two main-

stream containerization technologies used in FaaS platforms.

Armed with host fingerprints, we propose a new method to

inexpensively verify instance co-location on a large scale. This
is essential in vast modern data centers, where the attacker

needs to launch numerous instances to achieve co-location.

Using the host fingerprints and our scalable co-location

verification methodology, we perform a large-scale study on

Google Cloud Run [13] to analyze its instance placement

strategy. Our investigation uncovers exploitable instance

placement behaviors in Cloud Run. Notably, Cloud Run ap-

pears to employ a load balancing mechanism that distributes

instances of a function to numerous hosts when the function

experiences a high demand within a short time window. We

then develop an instance launching strategy that exploits

this behavior to deploy attacker instances onto a significant

portion of Cloud Run hosts within a data center—drastically

increasing co-location efficacy and reducing the financial

cost of the attack.

We demonstrate the ability of our attack strategy to achieve

100% probability of co-locating the attacker with at least one

victim instance in three major Cloud Run data centers in the

US: us-east1, us-central1, and us-west1. Moreover, our strat-

egy effectively co-locates the attacker with 100% of victim

instances in us-west1, nearly 100% in us-east1, and between

61% and 90% in us-central1, depending on the victim account.

In addition, we observe at least 1702 hosts in the largest

data center, and show that our strategy successfully deploys

attacker instances that reside on 904 hosts at once, with an es-
timated expense of only 23 USD—showcasing the practicality

of co-location attacks in large modern data centers.

This paper makes the following contributions:

• We introduce two effective host fingerprinting techniques

as a primitive to study the instance placement policies of

modern public FaaS platforms.

•We propose a scalable and inexpensive methodology for in-

stance co-location verification assisted by host fingerprints.

• We systematically study the instance placement policies

of Google Cloud Run and identify behaviors exploitable for

co-location attacks.

• We devise an efficient attack strategy that achieves high

co-location rates with different victim accounts on Google

Cloud Run.

Disclosure to Google. We reported our findings to Google

in early August 2023. Google identified our findings as an

abuse risk and assigned the issue to their Trust & Safety

team.

Availability. We open sourced our implementations at

https://github.com/zzrcxb/EAAO.

2 Background

2.1 Microarchitectural Side Channels

Microarchitectural side channels exploit shared hardware

resources to bypass access control policies and exfiltrate sen-

sitive information. Examples of commonly-exploited shared

hardware resources include caches [35, 50, 65], TLBs [33, 57],

coherence directories [64], and functional units [2, 8]. These

attacks are particularly dangerous in cloud environments,

where hardware resources are extensively shared between

mutually distrusting parties.

In general, conducting a microarchitectural side-channel

attack in the cloud involves two steps [54]. The first step is to

co-locate the attacker with the victim on the same physical

host, as these side channels rely on sharing hardware re-

sources with the victim. The second step is extraction, where
the attacker monitors the victim’s execution through a side

channel and exfiltrates sensitive information. While numer-

ous studies explore different side channels for extraction,

there has been limited research on achieving the first step in

contemporary cloud environments. Our work investigates

this first step, co-location.

2.2 Function-as-a-Service

Function-as-a-Service (FaaS) [5, 7, 13] is an emerging cloud

computing paradigm that disaggregates a large monolithic

application into many small standalone components called

functions. Each function typically has a single, independent

functionality, separate from the others. To perform the task

of the original monolithic application, these functions collab-

orate and communicate with each other over the network.

Consequently, functions are usually implemented as web

services that can be invoked through various means, such as

HTTP requests, WebSockets, or remote procedure calls [16].

In this paper, we use function and service interchangeably.
Function deployment and management. To simplify

function deployment and management, each function is

packedwith its dependencies into a lightweight, self-contained

https://github.com/zzrcxb/EAAO
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container image. The containerization process ensures a con-

sistent execution of the function across various environ-

ments.

The FaaS platform orchestrator fully manages function

instances at a container-level granularity. When a function

is invoked by a user or another function, the orchestrator

launches a new container instance of the requested function

to process the incoming request. After serving the request,

the instance enters an idle state, releasing its CPU, and await-

ing further incoming requests. Idle instances are typically

chargedminimally or not at all. If an instance remains idle for

an extended period of time (e.g., 15 minutes), it is terminated

and destroyed [15].

Autoscaling. A FaaS platform can dynamically adjust the

number of instances of a function based on its demand, a

feature known as autoscaling [10]. When there is a surge

in requests for a function that exceeds its current capacity,

the orchestrator scales out, deploying additional instances to

accommodate the increased demand. Conversely, when the

demand for a function declines, the orchestrator scales in by

terminating excess instances, thus freeing up resources for

instances of other functions.

Instance placement. When selecting a host to place a new

container instance, a typical FaaS orchestrator first identifies

all the hosts that meet specific constraints. Then, among such

hosts, it selects the one with the highest score, relying on

criteria such as resource utilization and load balancing [20].

The orchestrator can tweak the instance placement algorithm

by incorporating additional policies, such as affinity and

anti-affinity rules. Affinity rules aim to place instances from

functions that frequently interact with each other on the

same host to reduce communication overhead. In contrast,

anti-affinity rules attempt to distribute instances of the same

function across different hosts for fault tolerance.

2.3 The Cloud Run Platform

In this paper, we primarily focus on the Cloud Run plat-

form [13] from Google Cloud as our target. Cloud Run is

a fully-managed serverless computing platform designed

for containers, and it powers Google Cloud’s FaaS platform.

Users of Cloud Run can deploy services using either prede-

fined container templates or custom-built container images.

As user containers can run arbitrary programs on Cloud

Run, the platform offers two types of sandboxed execution

environments to ensure software security.

First generation environment (Gen 1) [11]. Cloud Run

uses gVisor [36] to sandbox Linux containers in its first-

generation environment without host hardware virtualiza-
tion. Figure 1 shows an overview of gVisor. At a high level,

gVisor runs as a userspace kernel that intercepts and emu-

lates normal system calls. This design prevents the untrusted

application from directly interacting with the host kernel,

reducing the attack surface. Consequently, the user applica-

tion cannot access sensitive host information. For example,

gVisor conceals the host CPU model name and cache sizes

by emulating /proc/cpuinfo. Additionally, gVisor also
virtualizes the host’s runtime states, such as its IP address

and uptime.

Applica�on

gVisor

Host Kernel

Unprivileged

Privileged

System calls

Limited system calls

Figure 1. Overview of gVisor container sandbox [36].

Second generation environment (Gen 2) [11]. Cloud

Run uses lightweight virtual machines (VMs) to sandbox user

programs in its second-generation environment, which was

introduced in December 2022 [14]. In Gen 2, the untrusted

user program runs inside a guest VM on the virtualized

host hardware. Using hardware virtualization, the hypervisor

can trap and emulate certain x86 instructions like cpuid,
thus creating an illusion of the hardware on which the user

runs. As a result, the user has no access to sensitive host

information.

Comparison between Gen 1 and Gen 2. Both execution

environments have their pros and cons, which means that

they are complementary rather than substitutional. Since

Gen 1 uses Linux containers, it has a small resource footprint

and features fast start-up time [11]. This feature is crucial for

user-facing web applications that are latency-critical [29, 42,

46], such as web search [46], online collaborative document

editing [32], and key-value stores [22, 44, 46]. Increases in

latency can negatively impact advertisement revenue [56].

Yet, a limitation of Gen 1 lies in its potential compatibility

issues stemming from system call emulation.

Conversely, Gen 2 provides full Linux compatibility, and

in a steady state, it performs better than Gen 1. However, its

large resource footprint results in longer start-up times [11].

At the time of this writing, Cloud Run usesGen 1 for services

by default [11]. Moreover, Gen 1 is used in other Google

Cloud products like Cloud Function [12] (Google Cloud’s

equivalent of AWS Lambda [5]). Therefore, in this paper, we

primarily focus our exploration on Gen 1 and demonstrate

the transferability of our results to Gen 2.

2.4 Timekeeping in x86

In recent years, the timestamp counter (TSC) has become a

preferable timekeeping option on x86 platforms, as CPU ven-

dors increasingly support invariant TSC. An invariant TSC is

reset to zero at boot time and increments at a fixed rate, irre-

spective of the CPU’s frequency scaling and power state [24].
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Compared to other clock sources, TSC offers greater time

resolution and lower time retrieval cost. TSC can be conve-

niently accessed using the unprivileged instructions rdtsc
and rdtscp.

To use the TSC as a clock source in Linux, the kernel needs

to determine its frequency. Since the actual TSC frequency

usually deviates from the frequency reported by cpuid by

a constant value (which can be up to a fewMHz), the kernel

refines the TSC frequency using other hardware clocks in the

system and utilizes the refined frequency for more accurate

timekeeping [21]. On multi-core systems, Linux also verifies

TSC synchronization across cores to prevent time anomalies.

Generally, TSC is synchronized among cores across sockets

on Intel platforms.

3 Threat Model

Recall that a generalized microarchitectural side-channel

attack consists of two steps: co-location and extraction (Sec-

tion 2.1). In this paper, we consider an attacker aiming to

co-locate with instances of a target victim service on a public

FaaS platform (step 1). We assume that the victim service

processes sensitive information, such as a login service that

performs authentication. Since the victim service is usually

part of a large web application with public interfaces, we

assume that the attacker can either directly or indirectly in-

voke the victim service through those interfaces. Finally, we

assume that, once co-located with the victim, the attacker

can detect when the victim program is running and exfiltrate

the said sensitive information through techniques discussed

in prior work [25, 41, 54, 59, 68].

We assume an unprivileged attacker who is a standard

user of a public FaaS platform (e.g., Cloud Run). We also as-

sume that the FaaS platform is trusted and does not collude

with the attacker. These two assumptions imply that the

attacker can only interact with the platform through stan-

dard FaaS interfaces that are available to all platform users,

such as deploying custom services and sending requests to

services. Using these interfaces, the attacker can execute

arbitrary programs on the platform inside their containers,
and the attacker can launch new container instances through

autoscaling (Section 2.2). Additionally, we assume that the

attacker has no knowledge of the exact host selection poli-

cies employed by the platform orchestrator and can only

observe their behavior using black-box methods.

4 Host Fingerprinting in the Wild

Public FaaS platforms, such as Cloud Run [13], do not re-

veal their instance placement policies. In this section, we

propose novel, highly accurate physical host fingerprinting

techniques suitable for both non-virtualized Linux contain-

ers (e.g., the Gen 1 environment) and lightweight VMs (e.g.,

the Gen 2 environment). Using our fingerprints, attackers

can gain insights into the placement policy of the cloud plat-

form, allowing them to develop launching strategies that

drastically boost the efficacy of co-location attacks.

As the focus of our paper is on the Gen 1 environment,

we organize this section as follows: Section 4.1 provides an

overview of host fingerprinting in Gen 1; Section 4.2 dis-

cusses two possible implementations to obtain host finger-

prints in Gen 1; Section 4.3 proposes a new methodology to

verify instance co-location in a scalable manner; Section 4.4

evaluates our fingerprinting for Gen 1 in the wild; and Sec-

tion 4.5 extends the Gen 1 fingerprinting technique to the

Gen 2 environment and evaluates its accuracy.

4.1 Overview

Recall that, in the Gen 1 environment, gVisor sandboxes

user programs and hides the host information (Section 2.3),

thereby blocking host fingerprinting through IP addresses

or statistics in the /proc filesystem [54, 59]. However, we

find that we can bypass gVisor’s software countermeasures

to learn sensitive host information by directly interacting

with the non-virtualized host hardware.

For example, the attacker can use the unprivileged in-

struction cpuid to extract information like the CPU model

and cache hierarchy structure, which are essential for many

cache-based side-channel attacks [45, 50, 51, 61]
1
. Similarly,

the attacker can use the unprivileged instructions rdtsc
and rdtscp to read the host’s timestamp counter (TSC).

The TSC is reset to 0 on host boot and increments at a fixed

rate non-stop (Section 2.4). Therefore, the attacker can use

the value of TSC to infer the uptime of the host, which in

turn can be used to determine its boot time.

Based on this insight, we propose to use the host’s CPU

model (𝑚𝑜𝑑𝑒𝑙) and the host’s boot time in real-world time

(𝑇𝑏𝑜𝑜𝑡 ) to fingerprint a host in the Gen 1 execution environ-

ment. The intuition of using𝑇𝑏𝑜𝑜𝑡 is that different hosts very

likely have different boot times due to system maintenance,

hardware failures, and power management (e.g., powering

off the host when the computation demand is low). As a

result,𝑇𝑏𝑜𝑜𝑡 can accurately differentiate physical hosts. Since

it is trivial to read the CPU model through cpuid, we focus
our discussion on deriving the host’s 𝑇𝑏𝑜𝑜𝑡 .

4.2 Deriving the Boot Time from the TSC Value

To derive the host’s boot time 𝑇𝑏𝑜𝑜𝑡 , the attacker can read

the host’s TSC value (denoted by 𝑡𝑠𝑐) through rdtsc or

rdtscp, and simultaneously record the real-world time of

this measurement (denoted by 𝑇𝑤) through a system call.

Then, the host’s boot time is calculated as follows:

𝑇𝑏𝑜𝑜𝑡 = 𝑇𝑤 − 𝑡𝑠𝑐/𝑓 , (4.1)

1
Intel introduced the Processor Serial Number (PSN) in the Pentium III

processor [23]. The PSN uniquely identifies an individual processor and can

be queried through cpuid. However, the PSN is discontinued in recent

Intel processors due to privacy concerns.
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where 𝑓 is the TSC frequency measured in Hz. Eq. 4.1 as-

sumes that the host CPU supports an invariant TSC (Sec-

tion 2.4), which holds for all CPU models we observed in

Cloud Run. However, even on the same host, the derived

𝑇𝑏𝑜𝑜𝑡 can exhibit small variations across measurements due

to noise. Consequently, we round𝑇𝑏𝑜𝑜𝑡 to a certain precision

𝑝𝑏𝑜𝑜𝑡 (e.g., 1 s). With the rounded value, measurements from

the same host consistently produce the same fingerprint.

To obtain 𝑓 , we propose two methods. Neither method re-

lies on any features from gVisor or Cloud Run, making them

applicable to other Linux container-based environments.

1 Using the reported TSC frequency. In this method,

the attacker uses the TSC frequency reported by cpuid. If
cpuid does not report the TSC frequency, which is the case

on Cloud Run, the attacker can use the labeled base frequency

found in the model name. Empirically, this base frequency

is equal to the TSC frequency that the clock is supposed

to operate on [24]. For example, CPU model “Intel Xeon

CPU @ 2.00GHz” has a base frequency and TSC frequency

of 2.00GHz. We refer to a TSC frequency obtained through

either way as the reported TSC frequency.
Unfortunately, the reported TSC frequency is often slightly

inaccurate, deviating from the actual TSC frequency by a

constant value [21] (Section 2.4). This inaccuracy can cause

the derived 𝑇𝑏𝑜𝑜𝑡 to drift over time, causing fingerprinting

false negatives. To understand why, let us denote the re-

ported TSC frequency as 𝑓𝑟 = 𝑓 ∗ + 𝜖 , where 𝑓 ∗ is the actual
frequency and 𝜖 is the constant error. Suppose we collect two

fingerprints from the same host at two different real-world

times𝑇𝑤1
and𝑇𝑤2

, with TSC values 𝑡𝑠𝑐1 and 𝑡𝑠𝑐2, respectively,

as illustrated in Figure 2.

Real-world
Time

Host boots
Measurement 1 

(read 𝑡𝑠𝑐1)

𝑇𝑤1

Measurement 2
(read 𝑡𝑠𝑐2)

𝑇𝑤2

Δ𝑇𝑤

Real-world
Time

D
er

iv
ed

𝑇 𝑏
𝑜
𝑜
𝑡

Figure 2. Illustration of drifting in the derived 𝑇𝑏𝑜𝑜𝑡 over

time.

Using Eq. 4.1, the 𝑇𝑏𝑜𝑜𝑡 derived from the two measure-

ments differs by

Δ𝑇𝑏𝑜𝑜𝑡 = 𝑇𝑏𝑜𝑜𝑡2 −𝑇𝑏𝑜𝑜𝑡1 = (𝑇𝑤2
− 𝑡𝑠𝑐2/𝑓𝑟 ) − (𝑇𝑤1

− 𝑡𝑠𝑐1/𝑓𝑟 )
= Δ𝑇𝑤 − Δ𝑡𝑠𝑐/𝑓𝑟
= Δ𝑇𝑤 − Δ𝑇𝑤 𝑓

∗/𝑓𝑟
= Δ𝑇𝑤𝜖/𝑓𝑟 . (4.2)

Since both 𝜖 and 𝑓𝑟 are constant, |Δ𝑇𝑏𝑜𝑜𝑡 | increases linearly as
Δ𝑇𝑤 grows, where Δ𝑇𝑤 is the time elapsed between two mea-

surements. If Δ𝑇𝑤 is sufficiently large, |Δ𝑇𝑏𝑜𝑜𝑡 | will exceed

the rounding precision 𝑝𝑏𝑜𝑜𝑡 , causing the rounded 𝑇𝑏𝑜𝑜𝑡 to

differ and leading to a false negative. As a result, we say that

the fingerprint exhibits an “expiration time” that depends on
the frequency error 𝜖 .

2 Using measured TSC frequency. An alternative ap-

proach is tomeasure the actual TSC frequency. This approach

mitigates the drifting problem. Similar to how Linux refines

the TSC frequency at boot time [21], the attacker can read the

TSC twice, waiting a real-world time Δ𝑇𝑤 in-between. The

TSC frequency can then be calculated as Δ𝑡𝑠𝑐/Δ𝑇𝑤 . How-
ever, unlike the Linux kernel, the attacker cannot access

other hardware clocks to obtain an accurate Δ𝑇𝑤 in the sand-

boxed container, as accessing those clocks requires privi-

leged instructions. Consequently, the attacker can only rely

on system calls to obtain Δ𝑇𝑤 , which may be subject to noise

caused by interrupts and context switches.

We tested this approach on Cloud Run with Δ𝑇𝑤 ≈ 100ms

and found that the measured TSC frequency exhibits stan-

dard deviations of less than 100Hz after 10 repetitions on

most Cloud Run hosts. However, on a small yet significant

portion of the evaluated hosts, we observed large standard

deviations ranging from 10 kHz to a few MHz, even after

100 repetitions with an increased Δ𝑇𝑤 . As a result, two co-

located instances on such problematic hosts can measure the

TSC frequency as two significantly different values—and the

𝑇𝑏𝑜𝑜𝑡 derived by the two instances will not match, leading to

declaring that the two instances are on two different hosts

(i.e., a false negative).

Notably, during the experiment of validating fingerprint-

ing accuracy in Section 4.4.1, we found that 58 out of the 586

evaluated hosts (or about 10%) exhibited such problematic

behavior. These affected hosts were largely the same across

measurements conducted at different times. Therefore, in

the rest of the paper, we obtain 𝑓 using the first method (i.e.,

the reported TSC frequency) and, in Section 4.4.2, evaluate

the expiration time of fingerprints due to the inaccurate 𝑓 .

4.3 Verifying Instance Co-location in a Scalable

Manner

In Section 4.4.1, we will evaluate the accuracy of our fin-

gerprints by launching multiple instances and measuring

whether instances that obtain the same fingerprints are in-

deed co-located, and vice versa. To do that, in this section,

we first develop a new methodology to generate the ground

truth of instance co-location in a scalable and inexpensive

manner.

To understand our methodology, consider first the conven-

tional approach to test instance co-location using a covert

channel. The process involves picking two container in-

stances at a time and instructing both of them to simul-

taneously put high pressure on a shared resource in the host,

such as the random number generator (RNG) [27] or mem-

ory bus [62]. If both instances observe resource contention
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above a certain threshold, then we conclude that they are

co-located. The drawback of this naive pairwise approach is

that it has a time complexity of 𝑂 (𝑁 2), where 𝑁 is the total

number of instances under test.

We propose a new approach to test 𝑛 instances at once,

where 𝑛 > 2. Specifically, consider a covert-channel test

primitive for 𝑛 instances

𝐶𝑇𝑒𝑠𝑡 (𝑖1, 𝑖2, ..., 𝑖𝑛) → {𝑏1, 𝑏2, ..., 𝑏𝑛},
that takes as input a list of 𝑛 container instances under test

({𝑖1, 𝑖2, ..., 𝑖𝑛}) and instructs all 𝑛 instances to simultaneously

put pressure on the shared resource. This primitive returns

a list of boolean values ({𝑏1, 𝑏2, ..., 𝑏𝑛}) that indicate whether
each corresponding instance observes a contention level

above a certain threshold. We assume that it only takes two

co-located instances to generate enough contention to go

over the contention threshold. In this case, if an instance

𝐴 does not see contention over the threshold (i.e., it tests

negative), then we can conclude that 𝐴 is not co-located

with any of the other 𝑛 − 1 instances. Furthermore, if all 𝑛

instances test negative, then, in a single test, we conclude

that no instance is co-located with any other instance.

If an instance 𝐴 tests positive, we may know which in-

stances are co-located with𝐴, depending on the total number

of positive instances in the test. To see why, consider as an

example a test with four instances {𝐴, 𝑖1, 𝑖2, 𝑖3}. If three in-
stances, including 𝐴, are positive, e.g., 𝐶𝑇𝑒𝑠𝑡 (𝐴, 𝑖1, 𝑖2, 𝑖3) →
{𝑇,𝑇 ,𝑇 , 𝐹 }, then we can conclude that {𝐴, 𝑖1, 𝑖2} must be

co-located, as it takes at least two co-located instances to

test positive. However, if all four instances are positive, we

cannot conclude that they are co-located on the same host;

it is possible that these four instances reside on two hosts,

e.g., {𝐴, 𝑖1} are co-located and {𝑖2, 𝑖3} are co-located. As a
result, we can only test 𝑛 ≤ 3 instances at once without the

confusion of whether they share one or multiple hosts.

We can further improve the test efficiency by (i) either

raising the contention level threshold for an instance to

test positive, or (ii) reducing the amount of pressure each

instance generates. For example, if each instance generates

a contention of 1 unit and we set the threshold to𝑚 units

(𝑚 > 2), then it takes at least 𝑚 co-located instances for

each one of the𝑚 instances to test positive. As a result, if

𝑚,𝑚 + 1, ..., or 2𝑚 − 1 instances test positive, we verify that

these positive instances share the same host in a single test.

Our approach. Based on the above discussion, our approach

hierarchically generates the ground truth for fingerprinting

validation. The approach is illustrated in Figure 3, where

each symbol represents a container instance, and truly co-

located instances have the same shape. Assume that we have

nine instances and that, using our fingerprinting method,

conclude that there are three different fingerprints (F1, F2,
and F3), and three instances per fingerprint. To validate our

findings, we first group the instances based on their finger-

prints (dashed lines in 1○). If our fingerprints have a high

accuracy, instances in the same group are likely to be indeed

co-located, while those in different groups are likely not.

𝔽1 {     ,      ,      }

{     ,      } {     }

{     ,      } {     }

{     ,      ,      }

{     ,      }

{     ,      }

{     ,      }

②

③
𝔽2

𝔽3

②

②

①
x

x x

x x

Figure 3. Overview of our fingerprint validation methodol-

ogy. Each symbol represents a container instance. Instances

with the same shape are truly co-located.

Next, we use an appropriate 𝑚 to test likely co-located

instances from each group at once. In the example, we use

𝑚 = 2 ( 2○). After this test, if a group had any false positive

(e.g., the group with F2 and F3 in Figure 3), it is divided into

several clusters, where each cluster includes instances that

are verified to be co-located. Otherwise, the entire group

remains intact and is considered as a single cluster (e.g.,

the group with F1 in Figure 3). Step 2○ has identified all

the false positives. In the best-case scenario where no false

positives existed, each fingerprint is verified with one single

test. In this case, the total number of tests is the number of

fingerprints under validation, which is the number of hosts—

except for potential false negatives, as we will consider next.

Note that Step 2○ tests each fingerprint group in sequence,

to avoid interference. We can further reduce the execution

time of Step 2○ by concurrently verifying fingerprints that

are guaranteed to belong to different hosts, such as thosewith
different CPU models. As will be discussed in Section 4.5,

the Gen 2 fingerprint makes crucial use of this optimization.

After this, we want to find the false negatives—i.e., two

instances with different fingerprints that are actually co-

located. Since instances from the same cluster are verified

to be co-located, we pick one instance from each cluster to

represent the host they reside on. In Figure 3, we pick the

five instances that are decorated with an ×. These selected
instances are unlikely co-located. Hence, we set𝑚 = 2 and

test these selected instances all at once ( 3○). Those that test

positive are false negatives. In our example, they are the

two stars. Then, we further refine our tests on the positive

instances to identify co-located instances and merge the

clusters they represent. In the example, we end up with four

clusters, as the figure shows. In the best-case scenario where

no false negatives existed, Step 3○ only requires one test.

If an initial group in Step 1○ is large, we split it into several

smaller groups with no more than 2𝑚 − 1 instances each,

where 𝑚 is small (in our implementation, we use 𝑚 = 2).

Then, we test each group individually. If each small group

is verified to be co-located, we pick one instance from each

group to hierarchically test their co-location. If some tests
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in this process turn out negative, for simplicity, we fall back

to pairwise tests within the initial large group.

In summary, our approach’s best-case time complexity is

𝑂 (𝑀), where𝑀 is the number of hosts occupied by the in-

stances under validation. This best-case scenario is common

if fingerprints are accurate, which we will see is true for our

Gen 1 fingerprints in Section 4.4.1.

Comparisonwith conventional pairwise covert-channel

testing [41, 54, 59]. The main goal of our host fingerprint-

ing technique is to improve the attacker’s ability to achieve

co-location. Remarkably, while conventional pairwise covert-

channel testing only confirms co-location at a particular mo-

ment, our host fingerprinting allows an attacker to track a

host over time. Our technique thus enables the attacker to

comprehensively study how container instances are placed

onto specific hosts at different times, which can be lever-

aged to develop efficient instance launching strategies to

significantly increase the probability of co-location with a

target victim (Section 5). We will see that, if an attacker sim-

ply launches instances without insight into the placement

policy, the rate of co-location is often zero, whereas our tech-

nique attains a co-location rate of 61%–90% in us-central1
and near 100% in us-east1 and us-west1 with minimal cost.

Our co-location verification method is both faster and fi-

nancially cheaper than conventional pairwise covert-channel

testing. In Section 4.4.1, we verify the co-location of 800 con-

tainer instances. Using pairwise testing, this verification pro-

cess requires 319, 600 pairwise tests. Moreover, these tests

are serialized to avoid interference. Assuming an optimistic

execution time of 100ms per test, finishing these pairwise

tests would take 8.9 hours. In contrast, we find that our ap-

proach only takes about 1 to 2 minutes to validate all 800

instances.

To estimate the financial cost of performing these tests on

Cloud Run, we use the Cloud Run pricing model [17]. For a

standard instance requesting 1 vCPU and 0.5GBmemory, the

cost is estimated using the formula 𝑁 × 𝑡 × (𝑅𝑐𝑝𝑢 + 0.5𝑅𝑚𝑒𝑚).
In this equation, 𝑁 is the number of active instances, 𝑡 is the

active time of these instances in seconds, 𝑅𝑐𝑝𝑢 is the CPU

time cost per vCPU-second in USD, and 𝑅𝑚𝑒𝑚 is the memory

cost perGB-second in USD. At the time of this writing,𝑅𝑐𝑝𝑢 =

¢0.0024/vCPU-second and 𝑅𝑚𝑒𝑚 = ¢0.00025/GB-second in

us-east1, us-central1, and us-west1.
Based on this pricing model and rates, performing the

pairwise tests would cost about 645 USD. This cost would be

even higher if we used the pairwise test method discussed

by Varadarajan et al. [59], which takes several seconds to

complete one pairwise test. In contrast, our approach costs

about 1 to 3 USD. Importantly, the time and financial cost

of pairwise testing grows quadratically with the number of

instances being verified for co-location.

Note that prior work [41, 59] speeds up pairwise testing

by filtering out instances that do not co-locate with any

other instance. İnci et al. [41] call this filtering step Single

Instance Elimination (SIE). During SIE, the attacker tests all

instances simultaneously and removes instances that test

negative. However, SIE is ineffective in a FaaS environment.

This is because the FaaS orchestrator tends to place mul-

tiple instances onto the same host, as will be discussed in

Section 5.2. Consequently, every instance is co-located with

some other instances and SIE will fail to remove any instance.

4.4 Evaluating Fingerprinting

4.4.1 Accuracy Results. We evaluate fingerprint accu-

racy at a large scale on the public Cloud Run platform in

three different data centers: us-east1, us-central1, and us-
west1. In each data center, we deploy a service and launch

800 concurrently-running container instances. Although a

user can launch up to 1000 container instances from the same

service on Cloud Run, new instance creation slows down as

the instance count approaches 1000, escalating the financial

cost. As a result, we launch 800 instances. We accomplish

this by configuring each instance to just handle one connec-

tion and then establishing 800 WebSocket connections to

these instances.

For each instance, we collect its host CPU model name,

the TSC value, and the real-world time of the measurement.

We also record the true co-locations of the instances (i.e.,

the ground truth) using the scalable validation methodology

discussed in Section 4.3. Our implementation of the method-

ology utilizes a low-noise covert channel based on contention

on the random number generator (RNG) [27]. Because the

RNG is rarely used [27], we find that the likelihood of ob-

serving RNG contention due to background activities is less

than 1%. We require the presence of contention in at least

30 measurements out of 60 to confirm co-location. Hence,

the risk of false positives is extremely small. Finally, we eval-

uate the fingerprint accuracy while varying the rounding

precision of 𝑇𝑏𝑜𝑜𝑡 (i.e., 𝑝𝑏𝑜𝑜𝑡 ). We repeat our experiments 5

times at different days and different times of day, totaling 15

measurements across three data centers.

To measure fingerprint accuracy, we examine all unique

pairs of instances. For each pair of matching fingerprints,

if the instances are indeed co-located, it is a true positive;

otherwise, it is a false positive. For each pair of mismatching

fingerprints, if the instances are not co-located, it is a true

negative; otherwise, it is a false negative. We call the number

of true and false positives 𝑇𝑃 and 𝐹𝑃 , respectively, and the

number of true and false negatives𝑇𝑁 and 𝐹𝑁 , respectively.

Then, we compute the Fowlkes-Mallows index (FMI) [31],

which is a common metric of clustering performance. FMI is

calculated by

𝐹𝑀𝐼 =
√︁
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑟𝑒𝑐𝑎𝑙𝑙 =

√︂
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
· 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
.

FMI ranges from 0 to 1, with 1 indicating that the fingerprints

are perfect (i.e., there are no false positives or false negatives).
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Figure 4 shows the accuracy results averaged across all

measurements and the three data centers under evaluation.

The top plot of Figure 4 shows the FMI for different values

of 𝑝𝑏𝑜𝑜𝑡 ; the bottom plot shows the recall and the precision

for the same values of 𝑝𝑏𝑜𝑜𝑡 . In the figure, 𝑝𝑏𝑜𝑜𝑡 values are

measured in seconds. The error bars represent the standard

deviations. From Figure 4, we observe that when 𝑝𝑏𝑜𝑜𝑡 is

small and, therefore, the rounded 𝑇𝑏𝑜𝑜𝑡 has many significant

digits (left end of Figure 4), fingerprints suffer from low recall

(i.e., many false negatives) and have a low FMI. The reason

is that a small 𝑝𝑏𝑜𝑜𝑡 cannot overcome the noise in measur-

ing 𝑇𝑏𝑜𝑜𝑡 . Hence, the same host gets different fingerprints

in different co-located instances. On the other hand, if 𝑝𝑏𝑜𝑜𝑡
is very large and, therefore, the rounded 𝑇𝑏𝑜𝑜𝑡 has few sig-

nificant digits (right end of Figure 4), different hosts with

similar boot time are rounded to the same value. The result

is many false positives, which reduce the precision and the

FMI.
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Figure 4. Average fingerprint accuracy with respect to the

rounding precision of𝑇𝑏𝑜𝑜𝑡 (i.e., 𝑝𝑏𝑜𝑜𝑡 ). Error bars show stan-

dard deviations. Our Gen 1 fingerprints show near-perfect

accuracies with 100ms ≤ 𝑝𝑏𝑜𝑜𝑡 ≤ 1 s.

The sweet spot for 𝑝𝑏𝑜𝑜𝑡 ranges from 100ms to 1 s, where

we reach an average FMI of 0.9999, which is nearly perfect.

Since using a large 𝑝𝑏𝑜𝑜𝑡 can extend the expiration time

of fingerprints, we use 𝑝𝑏𝑜𝑜𝑡 = 1 s by default. With this

value, our fingerprints are highly accurate: among the 15

experiments conducted across three data centers, we find

that 14 generate perfect fingerprints, while one generates
nearly perfect fingerprints.

4.4.2 Fingerprint Expiration Time Results. Our finger-

prints are subject to drifting because we use the reported TSC
frequency, which is inaccurate (Section 4.2). However, hav-

ing long-lived fingerprints is crucial for the attacker to track

hosts and understand instance placement behavior across

many measurements over the time. Hence, in this subsection,

we evaluate the expiration time of Gen 1 fingerprints.

To observe how the 𝑇𝑏𝑜𝑜𝑡 of a host drifts over the time,

we launch a group of 50 long-running container instances

and continuously record their hosts’ fingerprints every hour

for one week. Note that these instances can still be termi-

nated and restarted on a different host over the course of

our measurement. When this happens, we conservatively

assume that the restarted instance runs on a different host.

Consequently, most hosts have a fingerprint history shorter

than a week. We filtered out fingerprint histories that are

shorter than 24 hours.

We conducted our experiment in the us-east1, us-central1,
and us-west1 data centers. After filtering, we obtained 66, 67,

and 79 fingerprint histories in each data center, respectively.

Since we hypothesize that 𝑇𝑏𝑜𝑜𝑡 drifts linearly in Eq. 4.2, we

use linear regression to fit 𝑇𝑏𝑜𝑜𝑡 as a function of real-world

time for each fingerprint history and examine the r-value

of the linear regression. An r-value with an absolute value

close to 1 corresponds to a strong linear correlation [55]. We

found that the minimum absolute r-value across all histories

is 0.9997, suggesting that 𝑇𝑏𝑜𝑜𝑡 indeed drifts linearly.

Based on the𝑇𝑏𝑜𝑜𝑡 of a fingerprint and the slope of its drift-

ing obtained from the linear regression, we can use linear

interpolation to accurately estimate the fingerprint expira-

tion time. The expiration time is the amount of time it takes

for 𝑇𝑏𝑜𝑜𝑡 to drift across a rounding boundary and result in

a different rounded value. Figure 5 shows the CDF of the

estimated expiration time of fingerprints in each of the three

data centers. From the plot, it is clear that most fingerprints

can last a few days before they expire. The average estimated

time for 10% of the fingerprints to expire is about 2 days.

0 1 2 3 4 5 6 7
Fingerprint Expiration Time (days)

0.0
0.1
0.2
0.3
0.4
0.5

CD
F

us-west1
us-central1
us-east1

Figure 5. CDF of the estimated fingerprint expiration time.

Most Gen 1 fingerprints take many days to expire.

4.5 Host Fingerprinting in the Gen 2 Environment

Our fingerprinting technique for Gen 1 is not directly ap-

plicable to the Gen 2 environment due to a hardware vir-

tualization feature known as TSC offsetting [24]. With TSC

offsetting, the hypervisor can configure the hardware to add

an offset to the host TSC when it is read by the guest VM.

Typically, when the hypervisor boots a guest VM, it saves

the current value of the host TSC (call it 𝑡𝑠𝑐0). Then, when

the guest VM asks for a TSC value, the host returns the cur-

rent TSC value minus 𝑡𝑠𝑐0. This creates the illusion to the

guest VM that the TSC was zero when the guest VM booted.

Therefore, using Eq. 4.1, one can only derive the boot time

of the guest VM instead of the host’s.

To circumvent this challenge, we point out that, although

the TSC value read by the guest VM has an unknown offset,

the guest TSC still increments at the same rate as the host’s.

As a result, the guest VM can observe the host’s actual TSC

frequency, which deviates from the reported frequency and
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is likely to be unique among hosts. Therefore, we propose to

use the actual host TSC frequency to fingerprint a host in

the Gen 2 execution environment.

Surprisingly, obtaining the actual host TSC frequency is

easier in the VM-based Gen 2 environment than in the Linux

container-based Gen 1 environment. This is despite the fact

that VMs typically offer good isolation between the guest

and host. In theGen 2 environment, KVM exports the refined

host TSC frequency to the guest VM for timekeeping. Since

the attacker program has the root privilege within the guest

VM, it can simply read the refined frequency from the guest

kernel. However, this approach cannot be used to obtain the

refined host TSC frequency in the Gen 1 environment and

use it as 𝑓 in Eq. 4.1, as the sandboxed Linux container can

only interact with gVisor.

Using the same setup for validating Gen 1 fingerprints,

we evaluate the accuracy of Gen 2 fingerprints in us-east1,
us-central1, and us-west1. Our evaluation results show that

theGen 2 fingerprint is less accurate than theGen 1 one, due

to its low precision (i.e., its many false positives). Averaged

across all measurements in the three data centers, the Gen 2

fingerprint has an FMI of 0.66, and a precision of 0.48. The

reason for the low precision is that Linux only refines the TSC

frequency to a precision of 1 kHz, causing multiple hosts to

share the same refined frequency. In our experiments across

three data centers, we find that, on average, 2.0 hosts have

the same fingerprint.

Although the Gen 2 fingerprint has relatively low preci-

sion, it cannot produce false negatives. This is because the

host TSC frequency is refined only once at host boot time,

which means that co-located instances must have the same

host TSC frequency. Because Gen 2 fingerprints cannot have

false negatives, when we use the covert-channel approach

of Figure 3 to verify fingerprints, we can perform the tests

in Step 2○ in parallel without worrying about interference
between tests. Also, we can skip Step 3○, which finds false

negatives. Consequently, even if the Gen 2 fingerprint is

less accurate, we can still efficiently generate the co-location

ground truth for numerous container instances.

5 Cloud Run Orchestrator and Co-location

Leveraging our host fingerprinting and co-location verifi-

cation techniques proposed in Section 4, we can accurately

identify physical hosts within a data center and verify in-

stance co-location inexpensively. In Section 5.1, we employ

these two techniques to systematically study Cloud Run’s

instance placement policy, uncovering exploitable behaviors.

In Section 5.2, we propose adversarial instance launching

strategies that exploit these uncovered behaviors, along with

an evaluation of their efficacy and financial cost.

We set up our investigation using three standard Google

Cloud accounts: Account 1, Account 2, and Account 3.

Account 1 is designated as the attacker account, while Ac-

count 2 and Account 3 serve as victim accounts. Following

our threat model of Section 3, we assume that once attacker

and victim are co-located, the attacker can detect victim pro-

gram execution and exfiltrate sensitive information using

prior techniques [25, 41, 45, 54, 59].

When we rely on fingerprints to identify hosts without

verifying them using a covert channel, we refer to these

hosts as the apparent hosts. As Gen 1 fingerprints are nearly

perfect and long-lived (Sections 4.4.1 and 4.4.2), apparent

hosts identified by Gen 1 fingerprints should closely match

real physical hosts. Lastly, our primary focus is on the Gen 1

environment, unless specified otherwise.

5.1 Understanding the Instance Placement Policy

We perform a set of experiments to study the instance place-

ment policy of Cloud Run. Through these experiments, we

seek to answer the following questions about a user launch-

ing numerous container instances: (i) How are the instances

distributed across hosts and managed by Cloud Run (Ex-

periment 1); (ii) Does the orchestrator exhibit a consistent

behavior across launches (Experiment 2); and (iii) What are

the major factors that affect the orchestrator’s behavior (Ex-

periments 3 and 4). In the remainder of this subsection, we

primarily focus on the Gen 1 environment in the us-east1
data center. We will discuss the different execution environ-

ments and data centers at the end of this subsection.

Experiment 1: instance distribution. In this experiment,

we launch 800 instances of the same service, and record the

set of hosts they are placed onto (i.e., their host footprint). We

use the covert-channel approach to generate the co-location

ground truth. We observe that these 800 instances are placed

onto 75 hosts. Moreover, we see that the instance distribution

across the hosts used is close to uniform, with the majority

of hosts running 10 or 11 instances. This behavior is different

from that of a VM environment (e.g., AWS EC2 [4]), where

it is observed that instances from the same account do not

share a host [54, 63].

Observation 1. Container instances of the same service

share hosts, and instance distribution across the hosts used

is close to uniform.

Next, we disconnect from these 800 instances, leaving

them in an idle state, and observe when they are terminated

by the orchestrator (Section 2.2). To record the termination

time, we capture the SIGTERM signal sent by the orches-

trator before it terminates an instance [15]. Upon capturing

SIGTERM, the container reports the current time to a sepa-

rate server and terminates. Figure 6 shows the number of idle

instances as a function of time since disconnecting. From the

plot, we can see that these idle instances are preserved in the

first two minutes. After that, the orchestrator starts to gradu-

ally terminate idle instances. After about 12 minutes, almost

every instance is terminated. This behavior matches Cloud

Run’s documentation [15], which states that idle instances

are preserved for at most 15 minutes.
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Figure 6. Number of idle instances after disconnecting from

800 instances, as measured in us-east1. Practically all in-

stances are terminated in 12 minutes after disconnecting.

Observation 2. Cloud Run gradually terminates idle in-

stances over an approximate period of 12 minutes.

Experiment 2: behavior across launches. We study if

this scheduling behavior changes across launches. In this

experiment, we repeat six times the launch of 800 instances

of the same service, and compare the host footprint of each

launch. After each launch, we immediately disconnect from

the 800 instances, putting them into an idle state. Then, we

wait for 45 minutes before the next launch to make sure that

all the old instances are terminated and the service enters a

“cold” state. This cold state will be discussed in Experiment 4.

Upon analyzing the experiment results, we observe that

the instance distribution remains consistent across launches.

We then examine whether instances from different launches

share any hosts. Since the old instances from a previous

launch are terminated before the next launch, it is impossible

to use a covert channel to verify co-location of instances

across launches. We rely solely on fingerprints to identify

hosts in this experiment, thus reporting the apparent hosts.

Figure 7 shows the number of apparent hosts in each

launch (identified by the Launch ID). It also shows the cumu-

lative number of apparent hosts since the first launch. We

observe that each launch occupies a similar number of appar-

ent hosts. Moreover, the growth of the cumulative number

of apparent hosts is minimal, suggesting that the apparent

host footprints are highly overlapped across launches. This

behavior can be caused by a data locality optimization, as the

orchestrator may prefer hosts that already have the container

image from previous launches.
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Figure 7. Number of apparent hosts occupied by 800 in-

stances of the same service, as measured in us-east1. The
footprints of apparent hosts are highly overlapped across

launches.

To test the hypothesis of the data locality optimization,

we repeat this experiment using a different service in each

launch. These services are owned by the same account. Be-

fore the experiment, we rebuild the container images of the

services that will be invoked, to ensure that the images of the

services are not cached in any host. Under this configuration,

we still observe a pattern that closely resembles Figure 7.

These experiment results suggest that the orchestrator

tends to place instances from the same account onto a spe-
cific set of hosts. This behavior can be explained by affinity

scheduling (Section 2.2). Affinity scheduling aims to reduce

communication overhead by co-locating instances that fre-

quently interact with each other, which is a likely scenario

for services originating from the same account.

Observation 3. Cloud Run exhibits a consistent behavior

across launches. It prefers a specific set of hosts for con-

tainer instances owned by the same account. We refer to

these preferred hosts as the base hosts.

Experiment 3: different accounts. In this experiment, we

modify Experiment 2 slightly: the services used in launch 1

and 2 are owned by Account 1, the services used in launch 3

and 4 are owned by Account 2, and the services used in

launch 5 and 6 are owned by Account 3. Figure 8 illustrates

the results in a manner similar to Figure 7. We observe that

the cumulative number of apparent hosts establish a step

pattern. When a launch uses a service owned by an account

different from the accounts in previous launches, we see a

large growth in the cumulative number of apparent hosts;

otherwise, the growth is minimal. This observation suggests

that the orchestrator uses different base hosts for different

accounts.
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Figure 8. Number of apparent hosts occupied by 800 in-

stances from three different accounts, as measured in us-
east1. The numbers in parenthesis are the account IDs.

Observation 4. The Cloud Run orchestrator uses different

base hosts for different accounts.

Experiment 4: short launch interval. In this experiment,

we repeat Experiment 2 with a short time interval between

launches of 10 minutes. Under this configuration, we see an

interesting orchestrator behavior, as illustrated in Figure 9.

Unlike Figure 7 from Experiment 2, we observe that both

the number of apparent hosts and the cumulative number

of apparent hosts drastically increase after each of the first

three launches. Moreover, the difference between the two
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curves is small. These results suggest that the orchestrator

places instances to both the hosts used in previous launches

and the new hosts. As a result, after six launches, we have

a host footprint of 264 apparent hosts, which is far higher

than the number of base hosts.
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Figure 9. Experiment 2 repeated with a time interval be-

tween launches of 10 minutes, as measured in us-east1. We

observe drastic increases in both the number of apparent

hosts and cumulative number of apparent hosts.

To further investigate this behavior, we repeat this experi-

ment with different launch intervals. We observe that this

behavior only occurs with an interval smaller than 30 min-

utes. Furthermore, when the interval is too short, the number

of new hosts is small. For example, with the 10-minute inter-

val shown in Figure 9, we observe 177 more apparent hosts

after launch 6 than after launch 1. However, with a 2-minute

interval, we observe only 12 more apparent hosts. We also

repeat the experiment with a different service used in each

launch, but we do not observe this behavior.

Based on the aforementioned observations, we hypothe-

size that this behavior is induced by a load-balancing mech-

anism of Cloud Run. The mechanism considers the usage of

the same service within approximately the past 30 minutes.

If the service exhibits a high demand (i.e., repeatedly running

800 concurrent instances in our case), then the orchestrator

will attempt to place some of the instances of the same ser-

vice onto hosts that are not base hosts. As a result, it reduces

the load on the base hosts. We refer to these extra hosts that

are used as helper hosts. After a certain number of repeated

launches, this behavior saturates.

Observation 5. For a service that has a high demand

within less than 30 minutes, Cloud Run appears to use

a load balancer that places instances of the service onto

hosts that are not base hosts (i.e., helper hosts).

Under this hypothesis, in the first launch, since there is no

usage history of the service in the past 30minutes, instances

are placed onto the base hosts. As we wait for some time

before the next launch, some of the idle instances are ter-

minated. Therefore, in the next launch, the orchestrator has

to create new instances to compensate for the terminated

ones. Since the previous launch has primed the service into a

high-demand state, the orchestrator starts to place the newly-

created instances on the helper hosts to relieve pressure on

the base hosts. This cycle repeats for a few iterations. When

the wait interval between launches is small, the number of

terminated idle instances before the next launch is also small.

Consequently, the orchestrator creates fewer new instances,

thereby occupying fewer helper hosts.

We consistently observe this behavior when repeating the

experiment at different times of the day or using a different

service in the experiment. We also observe that different

services use different sets of helper hosts; these sets are not

mutually exclusive and do overlap. We demonstrate this fact

by repeating Experiment 4 for six episodes; in each episode,

we use a different service that is launched six times with

800 instances every time. In each episode of Experiment

4, we measure the helper host footprint by computing the

difference between the host footprint after the sixth launch

and after the first launch.

Figure 10 shows the results of the experiment. It shows the

number of apparent helper hosts and the cumulative foot-

print of apparent helper hosts after each of the episodes. We

see that the cumulative footprint of apparent helper hosts ex-

pands after each episode. This expansion suggests that each

episode uses new helper hosts not seen in previous episodes.

The increase in the cumulative footprint of helper hosts after

a single episode is less than the number of helper hosts in that

episode, indicating overlaps in helper hosts across different

services. As will be discussed later, an attacker can exploit

this behavior by repeatedly launching instances of multiple

services and therefore obtaining residence on a substantial

portion of Cloud Run hosts within a data center.
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Figure 10. Experiment 4 repeated in six episodes, with a

different service used per episode, as measured in us-east1.
We see growth in the cumulative helper host footprint after
each episode.

Observation 6. Different Cloud Run services use different

but overlapping sets of helper hosts.

Other factors.We investigate other factors that influence

the orchestrator’s behavior. We report four findings. First, we

observe similar placement behavior when launching on dif-

ferent dates and at different times of day. Second, container

instances with different resource specifications (such as CPU

andmemory) share the same base hosts. Third, all nine Cloud

Run data centers in the US exhibit similar placement behav-

ior except for us-central1, where instance placement is more

dynamic. In us-central1, many instances are placed onto dif-

ferent hosts across launches, even if we launch from a cold
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service in each launch. Fourth, the Gen 2 execution environ-

ment shows similar placement behavior, andGen 2 instances

can share hosts with Gen 1 instances.

Implications. The existence of base hosts is a double-edged

sword for the attacker. On the one hand, it reduces the un-

certainty on where the victim instances are likely to reside,

making co-location with the victim easier. On the other hand,

base hosts limit the set of hosts where the attacker can reside

and, therefore, the set of hosts that the attacker can explore.

As a result, naively launching attacker instances has a low

chance of co-locating with the victim (Section 5.2), as dif-

ferent accounts often use different base hosts. In practice,

the load-balancing behavior of Cloud Run helps the attacker

to overcome this challenge. For example, the attacker can

prime their services into a high-demand state through re-

peated launches, which help spread attacker instances onto

many helper hosts. This strategy drastically improves the

efficacy of co-location attacks (Section 5.2).

5.2 Co-location with Victims

In this subsection, we evaluate two instance launching strate-

gies for co-location with victims. Our primary metric is the

victim instance coverage, which is the percentage of victim

instances that are co-located with the attacker. Then, we re-

port the financial cost of the attack, the estimated size of the

Cloud Run data centers, and the transferability of our results

to the Gen 2 environment. We conclude with a discussion

on potential optimizations that can enhance attack efficacy.

Evaluation setup. For this evaluation, Account 1 is des-

ignated as the attacker, while Account 2 and Account 3

serve as the victims. We conduct the evaluation across three

data centers: us-east1, us-central1, and us-west1. For each
combination of data center and victim account, we repeat

the measurement three times on different days and at differ-

ent times of day. Co-location between attacker and victim

instances is verified using the covert-channel method de-

scribed in Section 4.3.

In each experiment, we vary the number of victim in-

stances. As the default configuration for Cloud Run services

allows a maximum of 100 instances, we assess configurations

with 20, 50, 100, and 200 victim instances, setting the 100-

instance configuration as the default. Prior work [28] sug-

gests that orchestrators might prefer co-locating instances

with similar resource specifications (such as CPU and mem-

ory) in the same nodes. Accordingly, we vary the size of

the victim instances, using the sizes outlined in Table 1. We

choose Small as the default victim size since it is the stan-

dard configuration for Cloud Run services. We also fix the

attacker instance size to Small.

Strategy 1: naive instance launching. Here, the attacker

simply launches numerous instances from services in a cold

state. This strategy represents a naive attacker who has no

insight into the Cloud Run’s instance placement behavior. In

Table 1. Various container sizes used in our evaluation. Note

that we define these four container sizes for the purpose of

this study; a user can use a size different than these four.

Size # of CPUs Memory

Pico 0.25 256MB

Small (Default) 1 512MB

Medium 2 1GB

Large 4 4GB

our experiment, this naive strategy launches 4, 800 instances

from six services.

Despite the large number of attacker instances, we observe

zero co-location with Account 2 in us-east1 and us-central1,
or with Account 3 in us-east1 and us-west1. We see high

average victim instance coverage only withAccount 2 in us-
west1 (100.0%) and with Account 3 in us-central1 (81.0%), as
the base hosts of the attacker and victim happen to be highly

overlapped in the corresponding data centers. Changing the

number of victim instances or their size does not yield signif-

icant variations. This is consistent with our observation that

services from the same account share the same base hosts,

even when they have different resource specifications (Sec-

tion 5.1). Overall, the data indicates that a naive launching

strategy without any insight into Cloud Run’s placement

behaviors is often ineffective.

Strategy 2: optimized instance launching. This strategy

exploits the load-balancing behavior of Cloud Run. The high-

level idea is to prime the attacker service into a high-demand

state by repeatedly launching many instances with an ap-

propriate time interval. This action enables the attacker to

deploy instances onto numerous helper hosts. Given our ob-

servation that different services use different but overlapping

sets of helper hosts (Section 5.1), attacker instances can re-

side on more helper hosts if they utilize multiple services. In

our experiment, the attacker deploys six services. Similar to

Experiment 4 in Section 5.1, the attacker repeatedly launches

800 instances of each service at a 10-minute interval, killing

the instances after each launch except after the last one.

Figure 11 shows the average victim instance coverage

using the optimized launching strategy, with the error bars

indicating standard deviations. In Figure 11a, we vary the

number of victim instances while fixing the victim size to

Small. Conversely, in Figure 11b, we vary the victim size

while keeping the number of victim instances set to 100.

Figure 11a illustrates that our optimized instance launch-

ing strategy is highly effective. With the default configura-

tion of 100 Small victim instances, we observe high victim

instance coverage. From left to right, we see, in us-east1, vic-
tim instance coverages of 97.7% and 99.7% with Account 2

and Account 3, respectively. In us-central1, we see lower
coverages of 61.3% with Account 2 and 90.0% with Ac-

count 3. Finally, in us-west1, we see 100.0% coverage with
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(a) Varying the number of victim instances (20, 50, 100, and 200).

The victim instance size is fixed to Small.
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(b) Varying the victim instance size (Pico, Small, Medium, and

Large). The number of victim instances is fixed to 100.

Figure 11. Average victim instance coverage across three

measurements. Error bars represent standard deviations.

“Acc.” is an abbreviation for “Account”. Our optimized launch-

ing strategy can achieve a high victim coverage in different

evaluated data centers.

both Account 2 and Account 3. One potential reason for

the reduced coverage in the us-central1 data center is its

vast size, as will be shown later in this section. Another fac-

tor might be that us-central1 has a more dynamic instance

placement behavior, as discovered in Section 5.1.

Figure 11b shows a similar behavior, as we vary the victim

size while keeping the number of victim instances set to 100.

Overall, considering the data from both Figure 11a and 11b,

we conclude that, in the large majority of cases, the number

or the size of victim instances has no significant influence

on the average victim instance coverage.

Financial cost of the attack. FaaS platforms such as Cloud

Run only charge users for the active time of instances. Since

we disconnect from all the instances after each launch, these

instances are in the idle state between launches and do

not contribute to the cost during this time. The main cost

comes from launching instances. On average, to set up a co-

location attack with our configuration (six attacker services,

six launches per service, and 800 instances per launch), the

estimated average costs are 24 USD, 23 USD, and 27 USD in

us-east1, us-central1, and us-west1, respectively. These costs
are small.

Scale of Cloud Run clusters. To estimate the size of a

Cloud Run cluster, we deploy eight services from each of the

three accounts (Account 1,Account 2, andAccount 3) and

use the total 24 services to explore hosts that run Cloud Run

services in the data center. We use the optimized strategy to

launch instances of these services and record the apparent

host footprint of each launch. We launch each service four

times. Then, the size of the Cloud Run cluster is estimated

by counting the number of unique host fingerprints across

all launches. The intuition for using services from different

accounts instead of more services from the same account is

that we can start exploration from different base hosts, and

thus discover new hosts more efficiently.

Figure 12 shows the cumulative number of unique appar-

ent hosts as we aggregate apparent hosts across launches. In

total, these launches found 474 apparent hosts in us-east1,
1702 apparent hosts in us-central1, and 199 apparent hosts

in us-west1. Since the growth of the cumulative number of

unique apparent hosts gradually flattens out in all three data

centers as we include more launches, it is reasonable to use

the total number of unique apparent hosts that we found to

estimate the size of the Cloud Run cluster in each data center.

Using this estimation, in the co-location experiment that we

performed using Strategy 2, the attacker (Account 1) cov-

ered 59%, 53%, and 82% of the hosts in us-east1, us-central1,
and us-west1 on average, respectively.
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Figure 12. Cumulative number of unique apparent hosts

across launches.

Co-location in the Gen 2 environment. We evaluate our

optimized launching strategy in theGen 2 environment, with

both attacker and victims launching Gen 2 instances. Aver-

aging three measurements in each data center, we observe

victim instance coverage of 87.3%with Account 2 and 88.7%

withAccount 3 in us-east1; 40.7%withAccount 2 and 75.3%

with Account 3 in us-central1; and 96.0% with Account 2

and 97.3% with Account 3 in us-west1. No significant cov-

erage differences arise when varying the number of victim

instances or size. These results indicate that our launching

strategy is highly effective in the Gen 2 environment as well.

Potential attack optimizations. To occupy an even larger

fraction of Cloud Run hosts within a data center, the attacker

can create more accounts and deploy more services per ac-

count. This approach is similar to the experiment where

we measured the scale of Cloud Run clusters. However, a
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challenge arises as cloud providers often cap new accounts

to limited resources—e.g., allowing a maximum of only 10

instances per service. For an attacker to be eligible for higher

quotas, the new account needs to sustain a consistent usage

over several months. This limitation results in additional time

and financial costs.

If the attacker intends to repeatedly attack services from

the same victim account, an optimization is to record the fin-

gerprints of hosts used by the victim during the first attack.

These hosts can be the base hosts preferred by the victim.

Therefore, in the subsequent attacks targeting the same vic-

tim, the attacker can focus side-channel attack efforts on

hosts with fingerprints that match the fingerprints recorded

in the first attack.

6 Potential Mitigations

Our two fingerprinting techniques exploit the fact that the

timestamp counter (TSC) value or its frequency are shared

between the host and untrusted user containers. Therefore,

to defend against our techniques, one could mask both the

value and frequency of the host’s TSC through either TSC

emulation or hardware-assisted TSC virtualization.

In the non-virtualized Gen 1 environment, the host can

disable rdtsc and rdtscp in Ring-3 (i.e., userspace) by

configuring the CR4model specific register [24]. By doing so,

the kernel can trap and emulate both instructions. However,

this mitigation also forces user applications to switch to

kernel spacewhen accessing high-precision timers, incurring

high timer access overhead.

The impact of the slower timer accesses depends on the

specific application and its use case. Hence, the actual end-

to-end execution overhead in an application can only be

determined through benchmarking. We identify some ap-

plications where this added end-to-end execution overhead

is likely to matter: (1) real-time systems that process high-

frequency events such as live media or financial data, (2)

database systems using fine-grained timestamps for concur-

rency control, (3) distributed systems employing fine-grained

timestamps for synchronization, and (4) applications char-

acterized by intensive logging and journaling. For instance,

Cassandra’s [30] write latency is reportedly reduced by 43%

on Amazon EC2 instances after switching from the xen
clock source to TSC (the xen clock source requires a context

switch to kernel space to access) [34].

In the virtualized Gen 2 environment, the hypervisor can

also trap and emulate both rdtsc and rdtscp, which, as
in Gen 1, leads to significant timer access overhead. An

alternative that does not add overhead is for the host to

support hardware-assisted TSC virtualization features, such

as TSC offseting and scaling [24, 39]. These features are

available on modern Intel and AMD processors and were

primarily developed for live VM migration.

Besides emulating or virtualizing the TSC, cloud vendors

can also adopt scheduling algorithms that reduce the chance

of co-location [6, 37] or mitigate the risk of side-channel

attacks after co-location is achieved [58]. Finally, they can

detect and stop ongoing side-channel attacks [19, 38, 66, 67].

7 Related Work

Co-location attacks in the public cloud. In 2009, Risten-

part et al. [54] conducted the first study of VM co-location at-

tacks on Amazon’s EC2 service using network probing. To as-

sess Amazon’s defenses in response to this work, Xu et al. [63]

investigated VM co-location attacks on Amazon EC2 service

in 2015, by employing network scanning. However, these

network-based techniques have become obsolete in the mod-

ern cloud environment, due to the widespread adoption of

the virtual private cloud (VPC) [18], which logically isolates

the networking environments of different accounts. To over-

come the challenge posed by VPC, Varadarajan et al. [59]

employed a pairwise covert-channel, based on memory bus

contention explored by Wu et al. [62], to investigate VM

co-location attacks. However, due to the scalability issue of

pairwise testing, their approach is unsuitable for the modern

FaaS environment, where it is necessary to verify co-location

of thousands of instances.

Exploiting cloud orchestrators. Makrani et al. [47] pro-

posed an attack named Cloak & Co-locate, which employs

adversarial machine learning to generate fake resource us-

age traces, fooling machine learning-based resource provi-

sioning systems [3, 60] to co-locate attacker instances with

the victim. However, their evaluation is limited to a private

mini-cloud running on local clusters. Concurrent to Cloak

& Co-locate, Fang et al. [28] proposed Repttack, suggesting

that the attacker can launch instances with requirements

and preferences that replicate the victim’s to increase the

likelihood of co-location. However, on Cloud Run, we do not

observe any significant increase in co-location rate when

the attacker instance has the same configuration as the vic-

tim (Section 5.2).

Remote device fingerprinting. Kohno et al. [43] exploited

the clock skew in system time that is accumulated over time

to fingerprint remote physical devices. They monitor such

skew through timestamps included in TCP packets. How-

ever, for contemporary systems where clocks are well syn-

chronized to the real-world time through the network time

protocol (NTP) [48], such accumulated clock skew is not

detectable using coarse-grained TCP timestamps [52], which

have the resolution of only one millisecond [9]. Compared

to their approach, our fingerprinting method for Gen 1 re-

lies on the host’s boot time instead of clock skew. Further,

our fingerprinting method for Gen 2 detects clock frequency
skews, making it effective even if clocks are well synchro-

nized through NTP.



Everywhere All at Once: Co-Location Attacks on Public Cloud FaaS ASPLOS ’24, April 27-May 1, 2024, La Jolla, CA, USA

8 Conclusion

In this paper, we presented the first comprehensive study

on risks of and techniques for co-location attacks in modern

public cloud FaaS environments. We introduced two novel

physical host fingerprinting techniques based on the times-

tamp counter to aid in reverse engineering instance place-

ment policies. Using host fingerprints, we proposed a cost-

effective methodology for large-scale instance co-location

verification. With these techniques, we conducted an exten-

sive study on Google Cloud Run, discovering an exploitable

instance placement behavior. Based on our findings, we de-

vised an efficient instance launching strategy that deploys

attacker instances across a large portion of Cloud Run cluster

hosts within a data center. Our strategy attains high attack

efficacy at minimal financial cost.
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